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第一部分 软件简介

海量非结构化文本蕴含了大量有价值的结构化信息，是相关领域科学研究和实际应用中知识的重要来源，从非结构化文本中自动抽取结构化信息则是获取这些知识的必要途径。实体关系抽取作为信息抽取、自然语言理解、信息检索等领域的核心任务和重要环节,能够从文本中自动抽取实体对间的语义关系，这对于结构化信息的自动抽取具有重要意义。

传统的实体关系抽取方法主要分为三类：基于规则的方法；基于特征的方法；基于深度学习的方法。基于规则和基于特征的方法需要人工定义或抽取大量手工规则或特征，费时费力，且规则与特征往往仅适用于单一数据集，可扩展性较差。基于深度学习的方法将特征映射到低维稠密的向量空间中，使得模型可以自己学习数据的特征，在一系列关系抽取任务中表现出了极高的性能。然而，目前大部分深度学习方法仅仅利用了文本信息，大量知识库中包含的结构化知识，如形如（头实体，关系，尾实体）的三元组知识，未被充分利用。这些结构化的知识可以作为文本信息的补充，对于实体关系抽取具有一定的帮助作用。

本软件提出了一种基于知识表示的实体关系抽取方法，将非结构化的文本信息与结构化的知识结合，主要包括三部分内容：（1）文本信息编码。将实体对的上下文映射到低维语义空间，并利用神经网络对文本进行编码，获得文本表示；（2）知识表示学习。将知识库中的三元组信息利用知识表示学习，获得其相应的知识表示（实体表示与关系表示）；（3）融合知识表示与文本表示的关系分类。分别基于两个实体表示，利用门控机制，控制上下文特征的传播；并进一步基于关系表示，利用共享注意力机制，计算上下文特征的权重，获得加权上下文特征表示，用于关系分类。从而实现了基于知识表示的关系抽取，解决了因缺乏知识指导难以获得与实体对及实体关系相关的重要上下文信息的问题，为阅读理解、对话系统、信息检索等相应下游任务提供支持。

1.1 软件名称

中文：基于知识表示的实体关系抽取软件 简称KR-ERES1.0

英文：Knowledge Representation-based Entity Relation Extraction Software

1.2 软件适用行业与用途

适用行业：自然语言处理相关行业。

用途：融合大规模结构化知识库与非结构化实体关系标注文本，训练获得基于知识表示的实体关系抽取模型，用于实体关系抽取。

1.3 软件开发平台

软件运行平台：Linux操作系统 （Ubuntu16.04及以上）

编程语言：Python3.6

版本号： 1.0

程序量： 1145行源代码

1.4 创作目的

将知识库中结构化知识引入实体关系抽取任务，融合非结构化的实体上下文文本信息，解决缺乏知识指导、难以获得与实体对及实体关系相关的重要上下文信息的问题，从而实现高性能的实体关系抽取。

1.5 主要功能

(1) 输入模块

输入模块主要包括三部分：①模型训练、测试数据以及知识库：这一部分需要用户根据其自身需求，自行准备。包括非结构化实体关系标注文本，即指定的实体对及其对应的上下文文本（训练语料）；待标注文本（验证、测试语料）；以及结构化知识库三元组集合（知识库）。数据详细格式在**3.1用户手册-输入模块**中进行描述；②初始化向量：此部分为可选项，用户可以选择采用自己训练的词向量、知识表示向量作为初始化参数，软件根据用户输入自动为模型中相应的向量进行初始化赋值，若用户未提供此项输入，则默认为随机初始化。③模型训练超参数：此部分为模型所有的超参数设置，包含迭代次数、批处理大小、卷积神经网络窗口大小、词向量维度、隐层维度等，用户也可根据需求可自行设定。

(2) 数据预处理模块

此模块主要包括两部分：①样例抽取：这一部分将用户给定的文档级别的数据进行预处理，构建句内、跨句两种样例作为模型的输入，具体的方法是：若指定两个实体出现在同一个句子中，则抽取它们共同所在的句子作为句内样例，若两个实体出现在不同的句子中，则抽取它们各自所在的句子作为跨句样例；若用户输入为句子级别的数据，则无需进行该步操作，直接将其作为句内样例使用。②数据封装：这一部分是将抽取后的样例进行封装保存，训练、测试样例以列表形式存储，预训练词向量与知识表示以numpy矩阵的形式存储，便于模型的训练与测试，所有输入数据将被封装成pkl文件，存放在用户指定的目录。

(3) 模型定义模块

此模块定义了基于知识表示的实体关系抽取模型（Knowledge Representation-based Entity Relation Extraction Model, KR-ERE），其中包括了基于实体表示的门卷积网络与基于关系表示的注意力机制，用户可以根据需求在上述输入模块中修改模型参数。

(4) 模型训练模块

此模块将封装后的数据导入基于实体表示的实体关系抽取模型（KR-ERE），并进行训练，在每次训练完毕后，会对模型性能进行评价，并保存评价结果最好的模型及其参数。用户可以在上述参数定义模块中修改训练参数。

(5) 输出模块

在每轮迭代后，此模块将对模型进行测试，即用模型对用户提供的验证集与测试集进行预测，并输出预测标签，输出文件将存放在用户指定文件目录下。

1.6 技术特点

本软件利用门卷积网络与共享注意力机制来融合非结构化的文本信息与结构化知识，实现基于知识表示的实体关系抽取。首先对文本信息采用卷积神经网络进行编码，获得上下文特征；并分别基于两个实体表示，利用门控机制控制上下文特征的传播，保留与实体信息相关的上下文特征，门卷积网络具体操作定义如下：

![](data:image/x-wmf;base64,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)

其中，![](data:image/x-wmf;base64,183GmgAAAAAAAGAKQAIACQAAAAAxVgEACQAAAxECAAACAMoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmAKCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gCgAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAAS8CHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAA0AAAAyCgAAAAAEAAAALCwsLLsBggIWAgADBQAAABQC4wGiARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDg0xkAlzTSdUB92nUAAAAABAAAAC0BAQAEAAAA8AEAAA8AAAAyCgAAAAAFAAAAY2NlZWUBuwGFAhYCuAG8AQUAAAAUAoABswIcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAGJiUwYAAwUAAAAUAoABQAAcAAAA+wKA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAFdXVmVABHwCAAPKAAAAJgYPAIoBQXBwc01GQ0MBAGMBAABjAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCHVwADABsAAAsBAAIAg2MAAAEBAAoCAIIsAAIAg2IAAwAbAAALAQACAINjAAABAQAKAgCCLAACAIdXAAMAGwAACwEAAgCDZQAAAQEACgIAgiwAAgCHVgADABsAAAsBAAIAg2UAAAEBAAoCAIIsAAIAg2IAAwAbAAALAQACAINlAAABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHWOBYoAAAAKAHoeZnV6HmZ1jgWKAIjdGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)为门卷积网络的训练参数，![](data:image/x-wmf;base64,183GmgAAAAAAAKABwAEECQAAAAB1XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaABCwAAACYGDwAMAE1hdGhUeXBlAABAABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gAQAApgEAAAUAAAAJAgAAAAIFAAAAFAJAATQAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEAOtF1QAAAADDNGQCXNNJ1QH3adQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAZXkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIuZImUAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACOBYoAAAAKAPALZkzwC2ZMjgWKANjWGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)为对应元素相乘，![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAewAHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAaQC8AQUAAAAUAoABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHgAAAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDeAADABsAAAsBAAIAg2kAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A+o4FigAAAAoAixxm+oscZvqOBYoAiN0ZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)为输入文本的词向量表示，![](data:image/x-wmf;base64,183GmgAAAAAAAKABAAICCQAAAACzXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAQAAtQEAAAUAAAAJAgAAAAIFAAAAFAL0AOsAHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAa3m8AQUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGV5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDZQADABwAAAsBAQEAAgCDawAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AXo4FigAAAAoAxhtmXsYbZl6OBYoAiN0ZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)为输入的实体表示，![](data:image/x-wmf;base64,183GmgAAAAAAAIAFAAIBCQAAAACQWQEACQAAA6YBAAACAJkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAVACHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAA8AAAAyCgAAAAAFAAAAezEsMn0AhACcAJAAqAAAAwUAAAAUAmABOgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGsAAAMFAAAAFAJgATABHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHXoOtF1QAAAAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAADOAAADmQAAACYGDwAoAUFwcHNNRkNDAQABAQAAAQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2sAAgSGCCLOAgCCewACAIgxAAIAgiwAAgCIMgACAIJ9AAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0At44FigAAAAoA8R1mt/EdZreOBYoAiN0ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)表示头实体、尾实体中的一个，![](data:image/x-wmf;base64,183GmgAAAAAAAKABYAICCQAAAADTXQEACQAAA5wBAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAQAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0APEAHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAa7W8AQUAAAAUAgMC1AAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGm1vAEFAAAAFAKgATQAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABjtQADlQAAACYGDwAgAUFwcHNNRkNDAQD5AAAA+QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2MAAwAdAAALAQACAINpAAABAAIAg2sAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOGOBYoAAAAKALIeZuGyHmbhjgWKAIjdGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)为经过门卷积网络后的上下文特征，门卷积网络可以在融合文本信息与实体信息的同时，保证计算效率，使得有效的文本特征可以被高效地获取。

为了进一步获得与实体关系相关的上下文，本软件基于关系表示，利用共享注意力机制，计算经过门卷积网络后的上下文特征的权重，获得加权上下文特征表示，用于关系分类。首先利用上下文卷积特征与关系表示计算每个上下文词的权重![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA50BAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0AEUBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAawC8AQUAAAAUAgMCIAEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGmbvAEFAAAAFAKgARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHXoOtF1QAAAAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABhAAADlgAAACYGDwAhAUFwcHNNRkNDAQD6AAAA+gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhLEDYQMAHQAACwEAAgCDaQAAAQACAINrAAAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ajo4FigAAAAoAJx5mjiceZo6OBYoAiN0ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)：

![](data:image/x-wmf;base64,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)

其中，![](data:image/x-wmf;base64,183GmgAAAAAAACAEQAIACQAAAABxWAEACQAAA9oBAAACAKAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAwAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAAUACHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAALHkAAwUAAAAUAuMBpQEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGFhzAG8AQUAAAAUAoABxAIcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGJhAAMFAAAAFAKAAUAAHAAAAPsCgP4AAAAAAAC8AgAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABXYQADoAAAACYGDwA2AUFwcHNNRkNDAQAPAQAADwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAh1cAAwAbAAALAQACAINhAAABAQAKAgCCLAACAINiAAMAGwAACwEAAgCDYQAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQD+jgWKAAAACgCBH2b+gR9m/o4FigCI3RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)为注意力机制的训练参数，![](data:image/x-wmf;base64,183GmgAAAAAAAKABYAICCQAAAADTXQEACQAAA5wBAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAQAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0APEAHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAa3m8AQUAAAAUAgMC1AAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGl5vAEFAAAAFAKgATQAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABjeQADlQAAACYGDwAgAUFwcHNNRkNDAQD5AAAA+QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2MAAwAdAAALAQACAINpAAABAAIAg2sAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAIKOBYoAAAAKALYXZoK2F2aCjgWKAIjdGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)为上下文卷积特征，![](data:image/x-wmf;base64,183GmgAAAAAAACABQAEECQAAAAB1XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAASABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAZgEAAAUAAAAJAgAAAAIFAAAAFAIAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAcgAAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINyAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACOBYoAAAAKACwcZiIsHGYijgWKAIjdGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)为从知识库中抽取并训练的关系表示，![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA50BAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0AEUBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAawC8AQUAAAAUAgMCIAEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGmbvAEFAAAAFAKgARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHXoOtF1QAAAAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABhAAADlgAAACYGDwAhAUFwcHNNRkNDAQD6AAAA+gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhLEDYQMAHQAACwEAAgCDaQAAAQACAINrAAAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ajo4FigAAAAoAJx5mjiceZo6OBYoAiN0ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)为计算获得的每个词的权重，![](data:image/x-wmf;base64,183GmgAAAAAAAIAFAAIBCQAAAACQWQEACQAAA6YBAAACAJkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAVACHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAA8AAAAyCgAAAAAFAAAAezEsMn0AhACcAJAAqAAAAwUAAAAUAmABOgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGsAAAMFAAAAFAJgATABHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHXoOtF1QAAAAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAADOAAADmQAAACYGDwAoAUFwcHNNRkNDAQABAQAAAQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2sAAgSGCCLOAgCCewACAIgxAAIAgiwAAgCIMgACAIJ9AAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0At44FigAAAAoA8R1mt/EdZreOBYoAiN0ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)表示头实体、尾实体中的一个。接着，利用权重![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA50BAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0AEUBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAawC8AQUAAAAUAgMCIAEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGmbvAEFAAAAFAKgARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHXoOtF1QAAAAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABhAAADlgAAACYGDwAhAUFwcHNNRkNDAQD6AAAA+gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhLEDYQMAHQAACwEAAgCDaQAAAQACAINrAAAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ajo4FigAAAAoAJx5mjiceZo6OBYoAiN0ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)对上下文卷积特征进行加权求和，获得最终的上下文表示![](data:image/x-wmf;base64,183GmgAAAAAAACACAAICCQAAAAAzXgEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAiACCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gAQAAtQEAAAUAAAAJAgAAAAIFAAAAFAL0AF0BHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNNJ1QH3adQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAa3m8AQUAAAAUAqABOgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc00nVAfdp1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG15AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDbQADABwAAAsBAQEAAgCDawAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AyI4FigAAAAoAQx9myEMfZsiOBYoAiN0ZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)：

![](data:image/x-wmf;base64,183GmgAAAAAAAEAIYAMBCQAAAAAwVQEACQAAA5QCAAACAMAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgA0AICwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8ACAAAFQMAAAUAAAAJAgAAAAIFAAAAFAL0AF0BHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNOZ0QH3udAAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAa2trAPcEQAG8AQUAAAAUAgMCLwYcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc05nRAfe50AAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGlpSAG8AQUAAAAUAgwDIwQcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NMZAJc05nRAfe50AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGlpvAEFAAAAFAKgAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODTGQCXNOZ0QH3udAAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABtY50GAAMFAAAAFAKgASsFHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHToOuV0QAAAAODTGQCXNOZ0QH3udAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABhYwADBQAAABQCoAFSAhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB06DrldEAAAADg0xkAlzTmdEB97nQAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAPWMAAwUAAAAUAvgBewMcAAAA+wLA/QAAAAAAAJABAAAAAQACABBTeW1ib2wAdOg65XRAAAAA4NMZAJc05nRAfe50AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAOVjgATAAAAAJgYPAHUBQXBwc01GQ0MBAE4BAABOAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDbQADABwAAAsBAQEAAgCDawAAAAoCBIY9AD0DABBQAAEAAgSEsQNhAwAdAAALAQACAINpAAABAAIAg2sAAAAAAQACAINpAAABAQ0CBIYRIuUACgIAg2MAAwAdAAALAQACAINpAAABAAIAg2sAAAAAAHUKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCAtACKBQAACgDqPGaA6jxmgLQAigWI3RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

基于关系表示的注意力机制可以进一步融合文本信息与关系信息，有效地将更多的权重分配给与知识库中抽取的关系相关的上下文。这为模型最终的关系分类提供了更丰富、更准确的信息。一定程度上缓解了由缺乏知识指导导致的，难以从上下文中提取与实体对及实体关系相关信息的问题。

第二部分 安装说明

2.1 软件运行环境

软件运行的硬件环境的最低配置： CPU主频2.0 G Hz，内存容量4 G，硬盘剩余容量4 G，屏幕分辨率800×600。

为提高计算速度，改善用户体验，硬件建议配置：CPU主频2.4 G Hz以上，内存容量4G，本软件须使用cuda进行加速，需保证显存容量1G以上，硬盘剩余容量1G以上，屏幕分辨率1024×768。

软件运行的软件环境：Linux操作系统（Ubuntu16.04或更高版本）。

python3.6

torch1.0.0

numpy1.15.4

2.2 安装过程说明

本软件是绿色软件，无须安装。

2.3 备注

未解技术问题，可联系

E-mail: zhouhuiwei@dlut.edu.cn

第三部分 使用手册

用户在使用此软件时需首先提供训练数据，用户可以根据任务需求提供文档级别的数据或直接提供训练、验证、测试样例。针对文档级别的数据（数据格式在**3.1输入模块**中进行说明），本软件需要先进行样例抽取，按照**1.5软件简介-主要功能**中所述规则抽取实体对所在的句子作为样例：

$ python ./extract\_instance.py

获得样例后，本软件将进一步对样例进行预处理与封装，样例的格式与要求将在3.1输入模块中进行详细说明：

$ python ./process\_data.py

以上操作将获得封装后的数据，默认存储在./data/process/目录下，接下来训练模型：

$ python ./main.py

模型将在每轮训练结束后，自动对验证集与测试集进行评价，并保存在验证集中评价结果最优的模型与相应的模型预测结果。

下面将分别介绍用户需涉及的各模块文件及变量的具体含义及使用方法。

3.1 输入模块

输入模块用于提供模型训练所需数据与模型的超参数设置，主要包含三部分：用户提供的实体关系抽取数据与相应知识库；用户提供的预训练词向量与预训练知识表示向量（可选项）；模型参数设置，如训练轮数、学习率、批尺寸、向量维度等。

用户可以提供文档级别的数据或直接提供训练、验证、测试句子，若提供的为文档级别的数据，则需先进行样例抽取，构建训练、验证、测试样例。文档级别的数据共包含3个文件（训练集、验证集、测试集），默认存储在./data/original/目录下。在进行样例抽取时，将根据两个实体是否在同一个句子中获得句内样例和跨句样例，两部分样例均包含训练集、验证集、测试集3个文件，共6个文件，默认存储在./data/process/intra/和./data/process/inter/目录下。若用户直接提供训练、验证、测试样例，则只需提供./data/process/intra/目录下的训练集、验证集、测试集3个文件即可。

参数设置文件中存储了包括输入、输出文件路径、预训练资源路径等路径参数，批尺寸、训练轮数、向量维度等模型超参数。文件名config.py。

各子文件具体内容及使用说明如下：

3.1.1 输入文件说明

|  |  |
| --- | --- |
| 文件名称 | 使用说明 |
| TrainingSet.txt | 文档级别训练数据（训练集），数据格式如下（下同）：  文档ID|t|文档标题  文档ID|a|文档内容  文档ID \t 实体起始位置 \t 实体结束位置 \t 实体提及名称 \t 实体类型 \t 实体ID  …  文档ID \t 关系类型 \t 头实体ID \t 尾实体ID  … |
| DevelopmentSet.txt | 文档级别验证数据（验证集） |
| TestSet.txt | 文档级别测试数据（测试集） |
| TrainingSet.instance | 训练样例（句内/跨句），数据格式如下（下同）：  关系类型 \t 文章ID\_头实体ID\_头实体起始位置\_头实体结束位置\_尾实体ID\_尾实体起始位置\_尾实体结束位置 \t 实体对所在上下文（句内样例为两个实体共同所在的句子，跨句样例为两个实体分别所在的句子的拼接） |
| DevelopmentSet.instance | 验证样例（句内/跨句） |
| TestSet.instance | 测试样例（句内/跨句） |
| data.pkl | 封装后的所有数据 |
| words.vocab | 语料中涉及的单词与其对应编号的级联 |
| miss.vocab | 语料中涉及的单词，未在给定词向量中找到对应向量的所有单词的词表 |
| entity2id.txt | 所有实体与其对应ID的级联 |
| relation2id.txt | 所有关系与其对应ID的级联 |
| train.txt | 知识库中的知识三元组，数据格式如下：  头实体 \t 关系 \t 尾实体ID |
| word2vec.vec | 可选，预训练词向量，若不存在则将随机初始化 |
| entity2vec.bern | 可选，预训练实体向量（表示），若不存在则将随机初始化 |
| relation2vec.bern | 可选，预训练关系向量（表示），若不存在则将随机初始化 |
| pretrain\_model.param | 可选，预训练模型参数，若不存在则将随机初始化 |

3.1.2 config.py文件说明

config.py中定义了Config类，用于存储训练与测试过程中所涉及的所有超参数，其成员变量信息如下表所示：

|  |  |
| --- | --- |
| 成员变量名称 | 使用说明 |
| ori\_train\_path | 文档级别训练数据（训练集）的文件路径 |
| ori\_dev\_path | 文档级别验证数据（验证集）的文件路径 |
| ori\_test\_path | 文档级别测试数据（测试集）的文件路径 |
| intra\_path | 句内样例的文件路径 |
| inter\_path | 跨句样例的文件路径 |
| train\_ins\_path | 训练样例（训练集）的文件路径 |
| dev\_ins\_path | 验证样例（验证集）的文件路径 |
| test\_ins\_path | 测试样例（测试集）的文件路径 |
| clean\_data | 经过封装后的数据路径，为pkl文件 |
| word\_vec\_path | 预训练词向量的文件路径 |
| entity\_index\_path | 所有实体与其对应ID的级联文件路径 |
| relation\_index\_path | 所有关系与其对应ID的级联文件路径 |
| triple\_path | 知识库三元组的文件路径 |
| entity\_vec\_path | 预训练实体向量（表示）的文件路径 |
| relation\_vec\_path | 预训练关系向量（表示）的文件路径 |
| result\_path | 所有输出文件的路径 |
| intra | 句内样例结果输出文件的子路径 |
| inter | 跨句样例结果输出文件的子路径 |
| document | 文档级别结果的输出文件的子路径 |
| pretrain\_model\_path | 预训练模型参数的文件路径 |
| model\_save\_path | 训练获得的模型的输出路径 |
| word\_vec\_dim | 词向量维度 |
| kg\_vec\_dim | 知识表示向量（实体向量、关系向量）维度 |
| convolution\_dim | 卷积通道数（隐层维度） |
| kernel\_size | 卷积核大小，是一个列表，列表中的元素为不同卷积核的大小 |
| intra\_lr | 句内样例学习率 |
| inter\_lr | 跨句样例学习率 |
| class\_number | 关系类别数 |
| epoch\_number | 训练轮数 |
| batch\_size | 批尺寸 |
| is\_document | 是否输入为文档级别的数据 |

3.2 输出模块

输出模块主要用于存放训练获得的实体关系抽取模型参数、预测结果等。训练获得的模型默认存放在./result/model/目录下，模型预测结果存放在./result/目录下，其中句内样例的结果存放在/intra/子目录下，其中跨句样例的结果存放在/inter/子目录下，文档级别的结果（句内样例与跨句样例合并后）存放在./result/merge/目录下。各输出文件具体内容说明如下：

|  |  |
| --- | --- |
| 输出文件 | 说明 |
| vresult\_{i}.txt | 验证集的预测结果（句内/句间），{i}表示第i轮迭代后（下同） |
| vprob\_{i}.txt | 验证集样例预测为各类别的概率文件（句内/跨句） |
| tresult\_{i}.txt | 测试集的预测结果（句内/跨句） |
| tprob\_{i}.txt | 测试集样例预测为各类别的概率文件（句内/跨句） |
| tmerge\_result\_{j}\_{k}.txt | 测试集的预测结果（文档级别），j和k分别表示：验证集句内样例在第j轮迭代后取得了最优性能，验证集跨句样例在第k轮迭代后取得了最优性能 |
| KR\_ERE\_model.param | 训练获得的KR-ERE模型 |